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with promoters that limit the hydrogenation re-
actions (8), thus favoring chain growth and the
termination step via b-hydride abstraction that
cannot give rise to CH4 production. The sup-
pression of the methanation reaction induced by
the promoters was only observed when using CNF
or a-Al2O3 because these “inert” supports are
thought to favor the proximity between iron and
promoters (Na plus S), in contrast to reactive sup-
ports such as g-Al2O3 that lead to more methane
(Fig. 3). In the case of the bulk catalysts, CH4

selectivities coincided with the values predicted
by the ASF model or were slightly above.

Mössbauer spectroscopy of the spent cata-
lysts after reaction at 1 bar (table S5) showed
that the nature of the iron phases varied when
using different support materials. Although some
of the iron carbides may be oxidized after ex-
posure to air, FexCy was detected on the sam-
ples with moderate to high catalytic activity.
In contrast, the samples with the lowest catalytic
activity, Fe/SiO2 and Fe/g-Al2O3, did not contain
any carbides. A strong metal-support interaction
clearly inhibits the formation of catalytically ac-
tive iron carbides, as observed for conventional
high-surface-area support materials. Note that in
the size range of iron particles dispersed on inert
supports (7 to 20 nm), particle size effects seem
to be minimal.

TEM performed on spent catalysts revealed
that the iron nanoparticles in the supported sam-
ples increased in size. The particle size distributions
of the fresh and spent Fe/a-Al2O3 and Fe/CNF
are shown in fig. S2. For Fe/CNF, changes in the
catalytic activity were only observed during the
first 4 hours of reaction, which suggests that
the changes in the catalyst structure took place
during catalyst activation and initial usage. In the
case of Fe/a-Al2O3, the average iron nanoparticle
size increased from 14 T 5 nm to 17 T 5 nm
(Fig. 1C). The promoted bulk iron oxide showed

extensive particle fragmentation and carbon fil-
ament growth, which brings about the poor me-
chanical stability of this catalyst (Fig. 1D).

The spent catalysts were characterized with
thermogravimetric analysis to determine the extent
of carbon lay-down. Carbon burn-off experiments
were performed for all the samples, except for the
Fe/CNF catalyst. Although extensive carbon dep-
osition on the samples after reaction with CO-rich
syngas and high temperatures could be expected,
most of the samples exhibited low solid carbon
formation. After 64 hours of reaction at 340°C and
20 bar, the levels of carbon lay-down measured
on the spent catalysts were lower than 10 wt %.
In contrast, Fe/a-Al2O3 (25 wt % Fe) and Fe-Cu-
K-SiO2 exhibited a higher extent of coke for-
mation (23 wt % and 40 wt %, respectively).

The FTO process represents a strong alter-
native route for the sustainable production of
lower olefins from biomass-derived synthesis gas.
The industrial potential of this process is greatly
enhanced by the reported development of active,
selective, and mechanically stable catalysts that
consist of promoted iron nanoparticles dispersed
on weakly interactive supports. Further suppres-
sion of methane production, maximization of
the C2-C4 olefins fraction, and reduction of car-
bon lay-down by addition of promoters and by
optimization of physical properties (e.g., Fe par-
ticle size, distribution of Fe nanoparticles on the
support) will allow us to further understand and
develop the performance of these catalysts.
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Plate Motions and Stresses from
Global Dynamic Models
Attreyee Ghosh* and William E. Holt

Delineating the driving forces behind plate motions is important for understanding the processes
that have shaped Earth throughout its history. However, the accurate prediction of plate motions,
boundary-zone deformation, rigidity, and stresses remains a difficult frontier in numerical
modeling. We present a global dynamic model that produces a good fit to such parameters by
accounting for lateral viscosity variations in the top 200 kilometers of Earth, together with forces
associated with topography and lithosphere structure, as well as coupling with mantle flow. The
relative importance of shallow structure versus deeper mantle flow varies over Earth’s surface.
Our model reveals where mantle flow contributes toward driving or resisting plate motions.
Furthermore, subducted slabs need not act as strong stress guides to satisfy global observations
of plate motions and stress.

Predicting plate motions correctly, along with
stresses within the plates, has been a chal-
lenge for global dynamic models. Accurate

predictions are vitally important for understand-
ing the forces responsible for the movement of
plates, mountain building, rifting of continents,

and strain accumulation released in earthquakes.
Previous studies have investigated these driving
forces by either predicting stresses in the plates
alone (1, 2) or plate motions alone (3–5). Other
studies have taken the important step of predict-
ing both plate motions and stresses in a single
model (6–8). However, in addition to predict-
ing plate motions, a successful global dynamic
model must also explain plate rigidity and plate
boundary-zone deformation, as well as intraplate
stress patterns. Furthermore, the presence of lat-
eral viscosity variations within the top 200 km
of Earth influences the coupling between litho-
sphere and mantle convection. A systematic inves-
tigation of this influence is needed to improve
our understanding of the driving mechanisms
for plate tectonics.

Geosciences Department, Stony Brook University, Stony Brook,
NY 11794, USA.

*To whom correspondence should be addressed. E-mail:
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We used global dynamic models to investi-
gate the influence of lateral viscosity variations
in the lithosphere and asthenosphere on both sur-
face motions and stresses within the plates and
plate boundary zones. Our models include in-
corporation of the effects of topography and
lithosphere structure and a lithosphere coupled
with whole-mantle convection, driven by densi-
ty buoyancies within the mantle. Our modeling
reveals the lateral viscosity variations that are
necessary for matching observations. The results
further emphasize the relative contributions of
(i) topography and lithosphere structure and (ii)
coupling with whole-mantle convection, both of
which vary over Earth’s surface.

We solved the three-dimensional (3D) force
balance equations after depth-integrating them
from a surface of variable elevation to a common
depth reference level (100 km below sea level)
to obtain deviatoric stresses, strain rates, and
horizontal velocities within the top 100 km of
the planet (9). The body forces in these equa-
tions were derived from two sources: (i) topog-
raphy and lithosphere density structure and (ii)
density-driven convection within the mantle con-
strained by tomography and history of subduc-
tion. Benchmarking tests have demonstrated that
despite the simplification used in this method,
we are able to recover the horizontal components

of stress, strain rate, and velocity in the upper
100 km of a full 3D whole-mantle convection
model with better than 99% accuracy (10). We
tested different radial and lateral viscosity varia-
tions in the lithosphere and asthenosphere, where
the lateral variations were assigned based on po-
sitions of cratons and weak plate boundary zones
(Fig. 1A). A relatively narrow range of viscosity
models gave acceptable fits to the observations.
Viscosity models that simultaneously gave a good
fit to both plate motions and stresses required
a stiff lithosphere (1023 Pa · s) with stiffer (1024

Pa · s) cratons (white regions in Fig. 1A) and
weaker plate boundary zones (1020 to 1022 Pa · s)
in the top 100 km and a moderately strong
asthenosphere (300-km thickness, 1020 Pa · s).
The successful models had keels beneath the cra-
tons with viscosities less than 1023 Pa · s between
depths of 100 to 200 km.

The velocity field predicted by our best-fit
dynamic model in a no-net-rotation (NNR) frame
shows a remarkably good fit to the NNR plate
motion model defined by Global Positioning Sys-
tem (GPS) (Fig. 1B) (11). The root mean square
misfit of the velocity field from our complete
dynamic model (mantle flow–associated trac-
tions plus lithosphere structure and topography)
compared at 63,000 spaced points (1° by 1°) with
the kinematic NNR model is ~1 cm/year. The

relative contribution of motions associated with
coupling with whole-mantle flow versus topog-
raphy and lithosphere structure can be under-
stood by inspection of Fig. 1C, which is based
on the contribution from mantle circulation trac-
tions only. The relative driving mechanisms of
topography and lithosphere structure versus
coupling with mantle flow varies from plate to
plate. The India and Nazca plates have a domi-
nant influence from coupling with mantle flow,
whereas other plates and regions approach pari-
ty in the relative contribution, with mantle-flow
tractions dominating slightly. It is obvious, how-
ever, that the contribution from coupling with
mantle circulation alone fails to predict surface
motions.

We calculated the poles of rotation (table S1)
for the angular velocities of the major tectonic
plates that were predicted by the dynamic model
and compared them with the latest NNR kine-
matic model, MORVEL (Fig. 1D) (12). The ve-
locity of any given patch on the surface of our
dynamic model was parameterized by an angular
velocity possessing a pole position. The small
scatter in the pole positions for these patches
(blue dots) shows that the plates are behaving
almost rigidly at the stress levels output by the
dynamic model and for an effective viscosity of
the plates of 1 × 1023 Pa · s. A comparison of the

Fig. 1. (A) Absolute viscosity model (top 100 km) that provided a best fit to
our observations. (B) Kinematic NNR model from (11) (blue arrows), along with
predicted velocities from our global dynamic model (red arrows) in an NNR
frame. The dynamic model includes contributions from both coupling with whole-
mantle convection and lithosphere structure and topography. (C) Same as in
(B), except the predicted velocities (red arrows) are from mantle tractions only.

(D) Average poles of rotation of major tectonic plates (yellow stars) predicted
by the dynamic model on top of individually inferred poles from relatively
undeformed patches on the respective plates (blue dots). The NNR MORVEL poles
from (12) are shown as black dots within their respective 95% confidence level
error ellipses (in red). PAC, Pacific; NAM, North America; SAM, South America;
ARB, Arabia; NUB, Nubia; NAZ, Nazca; EUR, Eurasia; and AUS, Australia.
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poles of rotation from the NNR MORVEL mod-
el (red 95% confidence ellipse) with the average
pole positions (yellow stars) shows that the pre-
dictions for the North and the South American
plates are nearly perfect (Fig. 1D and table S1).
The predicted poles of the Pacific, Europe, Nubia,
Nazca, and Arabia plates also lie fairly close to
the respective poles of the kinematic MORVEL
model.

Comparison of relative surface motions pro-
vided by our best-fit dynamic model in selected
frames of reference with GPS observations (11)
shows that the dynamic model is predicting mo-
tions in both the plates and plate boundary zones
(Fig. 2, A to C). The poles of rotation for the
relative angular velocities predicted by the dy-
namic model (red stars) are, in most cases, close
to angular velocities (blue stars) from the latest
kinematic plate-motion estimates (13). The gen-

eral agreement of the predicted velocities from
the dynamic model to the GPS vectors demon-
strates that the model is predicting the correct
deformation tensor field within plate boundary
zones, including diffuse plate boundary zones,
which is a difficult problem for global dynamic
models.

Earth’s lithospheric stress field gives an in-
dication of the driving forces that cause conti-
nental deformation and form mountain ranges
and plateaus (1, 14, 15). We compared the ori-
entation and style of our predicted deviatoric
stresses with the World Stress Map (WSM) data
(16) in the intraplate areas. Our predicted most
compressive principal stresses (Fig. 3B) are in
good agreement with the WSM horizontal most
compressive stress (SHmax) directions and style
(Fig. 3A). We show the stress results in three im-
portant continental deformation zones: western

North America, the India-Asia collision zone,
and the central Mediterranean. In western North
America, deviatoric stresses from the dynamic
model predict the opening of the Basin and Range
Province, strike-slip along the San Andreas sys-
tem, compression within the Juan de Fuca trench,
and north-south compression over the Cascadia
forearc (Fig. 4A). In the central Mediterranean
and eastern Turkey regions, the modeled stresses
(Fig. 4B) are compatible with findings of the
known deformation field (17). The Hellenic arc
displays trench-perpendicular compression, where-
as clear strike-slip deformation is predicted along
the North Anatolian fault. Improvement in pre-
diction for these continental regions is possible
through incorporation of the influence of smaller-
scale convection (18). The predicted deviatoric
stresses in Tibet show a predominantly strike-slip
style of deformation (alsomixedwith normal fault-

Fig. 2. (A) Model velocity vectors (red
arrows) from our global dynamic mod-
el plotted along with GPS vectors (11)
(blue arrows) over North America in a
Pacific fixed reference frame. A zoom-
in view of the western U.S. region is
shown in the inset map. Poles predicted
by the dynamic model (red star) and
the MORVEL plate-motion model (13)
(blue star) are shown for PAC-NAM rela-
tive motion. (B) Same as in (A), but with
Nubia fixed. Poles are for ARB-EUR rel-
ativemotion. (C) Same as in (A), but with
India fixed. Poles are for AUS-India
relative motion.
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style deviatoric stress) and a rotation of SHmax with-
in Tibet around the Eastern Himalayan Syntaxis
region (Fig. 4C), similar to what is observed there.
The contribution from topography and lithosphere
structure plays an important role for these areas of
continental deformation. We also compared our
predicted stress orientation and stylewith strain-rate
data from the Global Strain Rate Map (GSRM)
(19) in the deforming areas by computing a cor-
relation coefficient (20) between the predicted
stress tensors and the GSRM strain-rate tensors.
The comparison shows a good match in the mid-
oceanic ridges, continental Africa and the Indo-
Australia oceanic plate boundary zone, as well as
in the Andes (fig. S1).

The traction field (21) that contributes to our
best-fit dynamic model is long wavelength (Fig.
4D) and shows convergent flow in areas of down-
going slabs and divergent flow in places such as
central Africa and the Pacific. Comparison of these
tractions with surface velocities (Fig. 1B) indi-
cates whether the tractions are driving or resisting.
If mantle flow is leading plate motion, tractions
are driving; if mantle flow is trailing the plate,
then tractions are resistive. Tractions are driving in

areas like the Nazca plate, eastern North America,
the North Atlantic and Western Europe, northern
and eastern Siberia, northern Africa, the Indian
and Australian plates, and the Pacific plate in re-
gions approaching the subduction zones. In these
places, tractions act in similar directions to plate
motions in an NNR frame, and thus mantle flow
is leading the plate motion. On the other hand,
in western North America, the northern part of
South America, and southern Africa, tractions are
resistive, as they are in a direction opposite to the
NNR surface velocity. This is an important con-
clusion of our study that addresses the hugely
controversial issue of whether mantle tractions
are driving or resistive (14, 22, 23).

We also calibrated the absolute deviatoric stress
magnitudes in the lithosphere verified through
benchmarking using whole-mantle convection
models (10). The average stress levels (second in-
variant of deviatoric stresses)within the lithosphere
in our best-fit dynamic models are between 20 and
80 MPa (fig. S2). The higher stresses occur within
the plates, whereas the plate boundary zones have
lower values. At those stress levels, and given
the predicted stress and strain-rate tensor fields,

we obtain near-plate rigidity (Fig. 4E) and a close
prediction to surface motions. The rigidity of
the plates is evident from the low strain rates pre-
dicted in the intraplate areas, 1 to 4 × 10−9 per year
(white to red areas in Fig. 4E). A goal of this
study is to investigate the relative contribution of
mantle flow versus lithosphere structure and to-
pography. Although this ratio of the relative con-
tribution varies depending on location, an average
of 70% of the magnitude of lithosphere devia-
toric stresses is associatedwith couplingwithman-
tle flow, and the remaining 30% is associated
with lithosphere structure and topography.

The issue of whether slabs remain strong (8)
or weaken (24–27) as they subduct is still un-
resolved (28). Our convection model is solely
density-driven with Newtonian viscosity; no non-
linear rheology or stiff slabs have been considered,
and yet our model predicts global plate motions,
as well as motions within most of the world’s
diffuse plate boundary zones. Our results cannot
rule out the need for stiff slabs; we can only infer
that they are not a necessary condition for pre-
dicting plate motions and plate boundary-zone
deformation.

Fig. 3. (A) SHmax directions from the
World Stress Map averaged within 1° by
1° areas. Red indicates a normal fault
regime, blue indicates a thrust regime,
and green denotes a strike-slip regime.
Only SHmax directions where the regime
was known have been used. (B) Most
compressive horizontal principal deviatoric
stress axes from our best-fitting dynamic
model. The colors indicate the strain
environment predicted by the deviatoric
stresses in the dynamic model. Red,
blue, green: same as in (A).
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Elucidates Origin of Photosynthesis
in Algae and Plants
Dana C. Price,1 Cheong Xin Chan,1* Hwan Su Yoon,2,3 Eun Chan Yang,2 Huan Qiu,2

Andreas P. M. Weber,4 Rainer Schwacke,5 Jeferson Gross,1 Nicolas A. Blouin,6 Chris Lane,6

Adrián Reyes-Prieto,7 Dion G. Durnford,8 Jonathan A. D. Neilson,8 B. Franz Lang,9

Gertraud Burger,9 Jürgen M. Steiner,10 Wolfgang Löffelhardt,11 Jonathan E. Meuser,12

Matthew C. Posewitz,13 Steven Ball,14 Maria Cecilia Arias,14 Bernard Henrissat,15

Pedro M. Coutinho,15 Stefan A. Rensing,16,17,18 Aikaterini Symeonidi,16,17

Harshavardhan Doddapaneni,19 Beverley R. Green,20 Veeran D. Rajah,1

Jeffrey Boore,21,22 Debashish Bhattacharya1†

The primary endosymbiotic origin of the plastid in eukaryotes more than 1 billion years ago led to the
evolution of algae and plants. We analyzed draft genome and transcriptome data from the basally
diverging alga Cyanophora paradoxa and provide evidence for a single origin of the primary plastid in the
eukaryote supergroup Plantae. C. paradoxa retains ancestral features of starch biosynthesis, fermentation,
and plastid protein translocation common to plants and algae but lacks typical eukaryotic light-harvesting
complex proteins. Traces of an ancient link to parasites such as Chlamydiae were found in the genomes
of C. paradoxa and other Plantae. Apparently, Chlamydia-like bacteria donated genes that allow export
of photosynthate from the plastid and its polymerization into storage polysaccharide in the cytosol.

Eukaryote evolution has largely been shaped
by the process of primary endosymbiosis,
whereby bacterial cells were taken up and

over time evolved into double membrane–bound
organelles, the plastid and the mitochondrion
[e.g., (1, 2)]. The cyanobacterium-derived plastid
is found in diverse photosynthetic organisms,
including Glaucophyta, Rhodophyta, and green
algae and their land plant descendants (the
Viridiplantae). These three lineages are postu-
lated to form the monophyletic group Plantae (or
Archaeplastida) (3–6), a hypothesis that suggests
the primary cyanobacterial endosymbiosis oc-
curred exclusively in their single common ances-
tor. Plastid gene trees demonstrate a single origin
of the Plantae (5, 7); however, many nuclear, mul-
tiprotein phylogenies provide little (8) or no support
(9, 10) for their monophyly. These latter results
may reflect a reticulate ancestry among genes
that can mislead phylogenetic inference (11).
Furthermore, glaucophytes retain ancestral cya-
nobacterial features not found in other Plantae
(12)—such as the presence of peptidoglycan be-
tween the two bounding membranes of the plastid
(13)—that cast doubt on their evolutionary his-
tory. It is therefore unclear whether the Plantae
host and its plastid, with its associated complex
machinery (e.g., for plastid protein import and
solute transport) (14, 15), had a single origin or
multiple origins. To elucidate the evolutionary
history of key algal and land plant traits and to

test Plantaemonophyly, we have generated a draft
assembly of the≈70Mbp nuclear genome from the
glaucophyte Cyanophora paradoxa CCMP329
(Pringsheim strain) (Fig. 1A).

A total of 27,921 C. paradoxa proteins were
predicted from the genome data, and 4628 had
significant BLASTp hits (e ≤ 10−10) to prokaryote
and eukaryote genome data in our comprehensive
local database (table S1). Using phylogenomics
(16), we generated 4445 maximum likelihood
trees from the C. paradoxa proteins and found
that >60% support a sister-group relationship
between glaucophytes and red and/or green algae
with a bootstrap value ≥90% (Fig. 1B and fig.
S1). The Plantae clade in many of these trees is,
however, interrupted by chlorophyll a + c contain-
ing “chromalveolates.” An example of this type
of tree is fructose-1,6-bisphosphatase (Fig. 1C
and fig. S2), which has cytosolic and plastidic
isoforms. The gene for this enzyme, found in
stramenopiles (e.g., diatoms) and haptophytes,
originated from the red algal secondary endo-
symbiont that gave rise to the plastid in these taxa
(2, 9). This sort of intracellular gene transfer asso-
ciated with endosymbiosis (EGT) has greatly
enriched algal and land plant genomes (17, 18).

We estimated the “footprint” of cyanobacterium-
derived EGT in Plantae genomes. The proportion
of cyanobacterium-derived nuclear genes varies
from 18% inArabidopsis thaliana (19) to ~7% in
mesophilic red algae and 6% in Chlamydomonas

reinhardtii (20, 21). Phylogenomic analysis of
the predicted C. paradoxa proteins showed 274
to be of cyanobacterial provenance (22). This
constitutes ~6% of proteins in the glaucophyte
that have significant BLASTp hits (i.e., 274 out of
4628), as found in other algae (20, 21). BLASTp
analysis identified 2029 proteins that are puta-
tively destined for the plastid, of which 293 con-
tain the transit sequence for plastid import [identified
by the presence of phenylalanine (F) within the
first four amino acids:MF,MAF,MNAF,MSAF,
and MAAF] (23, 24) (fig. S4B). Of these 293
proteins, 80% are derived from Cyanobacteria.

Another source of foreign genes in Plantae
is horizontal gene transfer (HGT), which is not
associated with endosymbiosis. Using 35,126
bacterial sequences as a query, we found 444
noncyanobacterial gene families with a common
origin shared amongstBacteria andPlantae.Among
them, 15 genes are present in all three Plantae
phyla. An example of a gene derived fromBacte-
ria after an ancient HGT event that is shared by
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